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Ⅰ. Introduction

Online video services account for the largest por-

tion of total data traffic, with the number of dynamic

video streaming users rapidly increasing[1].

Furthermore, the proliferation of smart devices has re-

cently increased the demand for video services among

vehicle drivers and passengers[2]. Therefore, there is

a need for an efficient method of providing video

streaming services in vehicular networks.

In vehicular networks, frequent changes in the com-

munication environment occur due to user mobility.

Hence, a rational method capable of dynamically op-

erating according to the environment is necessary. To

this end, this paper aims to use reinforcement learning

algorithms that can adapt to the environment through

learning. While studies on video delivery[3] and sched-

uling[4] using reinforcement learning exist, they treat

these two processes separately. Moreover, since the

user's queuing system information was not used in

scheduling, research that reflects the user's queuing

system information in scheduling to reduce the actual

buffering rate is needed. Similarly, although studies

exist on transmitting contents encoded with Scalable

Video Coding (SVC) in vehicular networks[5], they do

not consider the caching network and the user queuing

system. Conversely, studies on transmitting contents

in caching networks[6,7] often focus on network latency

and cache hits, rather than service quality based on

the user's queuing system.

This paper aims to improve the quality of video

streaming services in vehicular networks with dis-

tributed caching nodes by reflecting the user's queu-

ing system information. Our hierarchical reinforce-
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ABSTRACT

This paper jointly optimizes node scheduling and the delivery of video chunks in delay-sensitive dynamic

video streaming using a hierarchical reinforcement learning algorithm. Specifically, we presented an algorithm

capable of adjusting node scheduling and the transmission of video chunks at two different slow and fast

timescales, respectively. When nodes caching content are randomly distributed, mobile users dynamically select

the node from which to receive video and control the number and quality of video chunks from the selected

node, depending on the channel conditions with nearby nodes, the quality of cached content, and the user’s

queue status.
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ment learning-based link scheduling and video chunk

delivery scheme can be applied to any delay-sensitive

services for highly dynamic networks. For example,

the proposed scheme can be applied to video stream-

ing in unmanned aerial vehicle and/or satellite net-

works where both video source and user can be

mobile. The contributions of this research are as fol-

lows:

∙We propose a scalable content delivery and

scheduling method for various communication

environments in vehicular networks with dis-

tributed caching nodes using reinforcement

learning.

∙We solve content delivery and scheduling at a

double time scale through hierarchical reinforce-

ment learning, modeling both tasks to be opti-

mized towards a single objective.

∙We developed an algorithm that increases bitrate

and reduces buffering rate by reflecting the us-

er's queuing system information without sepa-

rate channel estimation.

Ⅱ. System Model

2.1 Communication Scenario
In this paper, we consider a scenario where caching

nodes are distributed in the vehicular network accord-

ing to a Poisson Point Process (PPP) and provide vid-

eo services to mobile users. We focus on situations

where users request delay-sensitive video services

from caching nodes, which cache video content with

the specific quality level. Users can only receive con-

tent from caching nodes within a communication radi-

us R. Here, we assume that all contents are encoded

using Scalable Video Coding (SVC), meaning each

video stream is partitioned into multiple chunks, each

comprising L layers. For video playback to be possi-

ble, at least a single basement layer of each chunk

must be transmitted to the user, with the delivery of

additional enhancement layers enabling higher quality

viewing. Video delivery and scheduling are two crit-

ical tasks for providing content to users. We denote

the set of caching nodes within the radius R of the

user at slot t as N(t). Users select a single caching

node a(t) from N(t), the number of receiving chunks

M(t), and the number of receiving layers K(t). We as-

sume that the numbers of layers for all the received

chunks at slot t are identical.

When time is discretized into slots t∊ {0, 1, 2,

…}, the user selects a caching node a(t). Each caching

node probabilistically caches l layers of the desired

content with a probability of pl. In this case, the node

that caches l layers can provide the quality to the user

only up to K(t)∊{1, 2, …, l}. To enhance the quality

of receiving chunks, i.e., K(t), scheduling with a node

that caches higher quality content is necessary.

However, even if a node caches high-quality content,

scheduling with a node far from the user might fail

to deliver high-quality content due to insufficient

channel capacity C(t). This research presents the ap-

propriate scheduling method based on the cache status

of nearby nodes and channel conditions from the user

using the Deep Q-Network (DQN) algorithm, without

the knowledge of C(t).
After scheduling the node, the desired content be-

comes delivered via the wireless channel, and we have

to determine the number of receiving chunks and their

quality level, denoted by M(t) and K(t), respectively.

Assuming a Rayleigh fading channel, the channel ca-

pacity is given by

(1)

where is channel gain, u(t)~
CN(0,1) is fast fading gain, w(t)~N(0,1) is shadowing

effect, d is the distance between the scheduled node

and the content-requesting user, b is the path loss co-

efficient, g is interference-to-noise ratio (INR), W is

bandwidth, Y is transmit SNR. When tc represents the

playtime of a single chunk, M(t) and K(t) should sat-

isfy the following inequality due to the limited chan-

nel capacity:

(2)

Therefore, to enjoy content at high quality, K(t)
must be increased, but according to (2), increasing

K(t) reduces M(t). The transmitted chunks accumulate

in the user queue, waiting to be played, with one

chunk played at each time t. When the queue length
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is Q(t) at slot t, the dynamics equation of the queuing

system is as follows:

(3)

If Q(t) = 0, there is no chunk to play, resulting in

buffering. Therefore, to ensure user satisfaction, both

lowering buffering occurrences and higher bitrates

should be provided, which are in a trade-off relation-

ship according to equation (2). This study proposes

a content delivery method using DQN, which can

learn to appropriately determine M(t) and K(t) and

control their trade-off without estimating channel

conditions.

Content delivery and scheduling operate on differ-

ent timescales. Scheduling is conducted on a large

timescale, updating scheduling in large time units Tc,

while the delivery of video chunks occurs on a small

timescale, repeating in small time units t.
Additionally, content delivery decisions M(t) and K(t)
are dependent on the scheduled caching node a(t).
Therefore, it is necessary to implement both tasks to

operate on different timescales but jointly learn the

policy for these tasks. In this study, the combination

of these two different decision timescales and tasks

has been implemented through hierarchical reinforce-

ment learning with two DQN algorithms.

2.2 Design of Markov Decision Process
To implement reinforcement learning, it is neces-

sary to define a Markov decision process (MDP). An

MDP defines the information the learning agent re-

ceives as input as the state, the decisions it makes

as actions, and the feedback it receives from the envi-

ronment as rewards. The reinforcement learning algo-

rithm learns to maximize the accumulated rewards

during the episode based on the state inputs to de-

termine the optimal actions.

In our content delivery scenario, the user needs to

learn to receive content chunks at a higher quality

while reducing buffering when transmitting content.

Therefore, to prevent situations where Q(t) = 0, which

leads to buffering, it is essential to know the user’s

queuing system information Q(t). Additionally, this

study has been designed to reduce frequent quality

fluctuations while the user is viewing content, ensur-

ing a comfortable viewing experience by also know-

ing the quality of the last chunk fully received in the

user queue. Thus, the state includes the queue length

Q(t) and the quality of the last received chunk. The

agent receives this state as input and performs content

delivery by choosing M(t) and K(t) as actions. The

agent learns the policy to maximize the accumulated

reward function at a small timescale. The reward func-

tion Rs(t) at time t is designed as follows:

(4)

where k1, k2, k3, k4 are scaling factors for each term.

In (4), maximizing Rs(t) leads to the maximization of

M(t) and K(t). However, since the user’s satisfaction

is directly influenced by buffering and quality, regard-

less of how many chunks are accumulated in the user

queue, is utilized but this also gives indirect

effects to avoid queue emptiness. Additionally, to as-

sign the penalty for buffering, Q(t) = 0, I{Q(t) = 0}

is included with the negative sign where I{.} is the

indicator function which becomes the unity if the ar-

gument is true and zero otherwise. repre-

sents the difference in quality between the last re-

ceived chunk and the current one, constructed as a

penalty to reduce quality fluctuation. In summary, our

reinforcement learning agent aims to maximize the

quality of received chunks while limiting buffering

occurrence and quality fluctuations by maximizing

Rs(t).
Meanwhile, in scheduling process, it is necessary

to schedule in a manner that ensures effective oper-

ation of content delivery, making appropriate schedul-

ing decisions between nearby nodes caching low-qual-

ity content and distant node caching high-quality con-

tent, depending on the channel status. In particular,

the state for the scheduling process consists of the

quality of cached contents of node candidates for

scheduling within the radius R, and the distance be-

tween the user and nodes. Choosing caching node

a(t) is considered an action based on the state in a

slow timescale. The agent learns the policy to max-
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imize the reward function Ra(t)(nTc) which depends on

the action a(t) and the content delivery process in the

near future. Therefore, Ra(t)(nTc) is defined as the sum-

mation of the immediate rewards achieved by receiv-

ing content chunks from the node a(t) in a fast time-

scale, as expressed by

(5)

In (3), the reward at the slow timescale, Ra(t)(nTc),

is set as the cumulative value of the reward function

at the fast timescale Rs(t), over the duration of Tc.

By designing the reward in this way, the two re-

inforcement learning algorithms for scheduling and

content delivery tasks across the two different time-

scales can operate hierarchically and converge in a

unified learning direction. Consequently, scheduling

learns to ensure the effective operation of content de-

livery for users who moves through regions of multi-

ple caching nodes.

Ⅲ. Hierarchical Reinforcement Learning

In this study, an algorithm that performs well in

random environments was needed because the channel

capacity changes randomly at each time t without un-

dergoing a separate channel estimation process. We

adopt the DQN for designing the hierarchical re-

inforcement learning described in Section II.

Q-Learning does not use a neural network, making

it more vulnerable to random environmental changes

compared to DQN. Other recent reinforcement learn-

ing algorithms such as A2C, PPO, DDPG use a policy

network, which requires more resources and incurs

more delay when operating online. Therefore, DQN,

which utilizes only a value network and can perform

well in random channel environments, is adopted for

both scheduling and content delivery.

The DQN agent measures the action value given

the state and selects the action with the highest action

value, using an epsilon-greedy policy. Therefore, in

the scheduling task, the distance between each node

and the user, and the quality of content cached by

each node are considered, and the Q network meas-

ures the value for all nodes to select the optimal a(t).
In the content delivery task, the Q network measures

the action value for all possible combinations of M(t)
and K(t) based on the user queue length status Q(t)
and the candidate set of potential quality that the

scheduled node a(t) (i.e., Kl) can provide. Then, the

optimal combination of M(t) and K(t) is selected de-

pending on action values.

The details of hierarchical DQN algorithm for node

scheduling and content delivery are described in Fig.

1. In Fig. 1, q1 denotes parameters of the Q network

for content delivery, and the Q network for node

scheduling is parameterized by q2. DQN starts the

training after a certain number of samples have accu-

mulated in the replay memory, hence there are starting

points for learning, denoted as , .

Fig. 1. Hierarchical DQN algorithm for node scheduling
and content delivery

Ⅳ. Experimental Results

This section provides extensive simulation results

to demonstrate the proposed node scheduling and con-

tent delivery scheme for delay-sensitive and

high-quality video services. We consider the square

region of 1 km by 1 km, and caching nodes are dis-

tributed under the PPP with the intensity of l = 30.

The user is moving with the velocity of 2 m/s, and

its moving direction is randomly generated. There are

L = 3 quality levels for the desired content, and the

user finds the node for receiving the chunks within
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radius of R = 50m. Other system parameters are sum-

marized in Table I.

We simulate the entire experiments with Window

10, Python v3.8.5, Tensorflow v2.4.0, CUDA v11.0,

CuDNN v8.0.5 for ML software, and NVIDIA

GeForce RTX 4090 (1ea), Intel(R) Core(TM)

i9-13900K (24ea), and RAM 32GB (16GB x 2ea) for

hardware. To train the reinforcement learning agent,

the learning rate of 0.001, the replay memory size of

1000 or 2000, and the batch size of 64 are used.

In this paper, we compared the performance of the

proposed technique with the “Nearest Node” method

and the “Highest-Quality Node” method that heuristi-

cally schedule the caching node. The “Nearest Node”

method always chooses the caching node closest to

the user within the radius R for link scheduling, and

utilizes DQN for video chunk delivery. On the other

hand, the “Highest-Quality Node” method chooses the

closest caching node having the highest-quality con-

tent, and utilizes DQN for video chunk delivery.

First, we test the proposed link scheduling and video

chunk delivery scheme in different probabilistic caching

policies, denoted by p = [p1, p2, p3] , where pl is the proba-

bility of caching the content with quality level l, i.e., l
layers of SVC-encoded video content. Probabilistic cach-

ing policies of cases 1, 2, and 3 are p1 =[4/7, 2/7, 1/7],

p2 =[1/3, 1/3, 1/3], and p3 =[1/7, 2/7, 4/7], respectively.

Case 1 indicates a scenario where nodes caching content

at low quality are more prevalent, and the nodes are more

likely to cache high-quality content in Case 3. Case 2

represents a scenario where nodes cache content at all

quality levels with equal probability.
Figs. 2 and 3 show the average buffering rate and

average quality of the received chunks for three com-

parison techniques. As the probability of caching

high-quality files increases, users can, on average, re-

ceive higher quality, as seen in Fig 3. Additionally,

the buffering rate decreases with the probability of

caching high-quality files as shown in Fig 2, because

if only nodes that have cached low-quality files are

present nearby when the user requests the high-quality

one, delays can occur. Here, “Highest-Quality Node”

always pursues the highest-quality content irrespective

of the channel condition; hence, it could suffer from

the communication bottleneck which leads to a large

Intensity Lambda 3

Learning Rate 0.001

User Velocity 2 [m/s]

Replay Memory Size 1000, 2000

Batch Size 64

Epsilon Decay 0.99999

User Radius 50 [m]

Mileage 1 [km]

Coherence Time 1 [s]

Tc 5 [s]

tc 1 [s]

k1 1

k2 30

k3 10

k4 1

Table 1. System Parameters.

Fig. 2. Buffering Rate in Various Caching Environments.

Fig. 3. Avg. Quality in Various Caching Environments.
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buffering rate. On the other hand, “Nearest Node” is

stable because it always schedules the nearest node,

but it does not consider the quality of cached content;

hence, its quality performance could be degraded

significantly. By adjusting the coefficients in the re-

ward function, the proposed scheme can achieve al-

most the same quality performance while limiting the

buffering rate comparable to that of “Nearest Node,”

Figs. 4 and 5 show the plots of the buffering rate

and quality performance versus transmit SNR of the

caching node, respectively, when the probabilistic

caching policy is random and not known to the user

in advance. As the transmit SNR increases, the cach-

ing node can deliver higher quality and more video

chunks. As shown in equation (2), a combination of

decisions on the number and quality of chunks is lim-

ited to the channel capacity. Because the channel ca-

pacity increases with the SNR, more possible combi-

nations of these decisions are available and the per-

formances of average video quality and buffering rate

finally get better as the SNR grows. In addition, sim-

ilar to Figs. 2 and 3, the proposed method compen-

sates for the disadvantages of “Highest-Quality Node”

and “Nearest Node” methods and appropriately con-

trols the trade-off between the quality and buffering

rate.

In Figs. 2-5, the buffering rates for all methods

show slight differences in results. This is because buf-

fering occurs only when there are no chunks in the

user queue, and therefore the buffering event is more

dependent on content delivery. On the other hand, the

average quality level is more dependent on schedul-

ing, leading to clear differences in average quality lev-

el among comparison schemes. Therefore, the average

quality is a more meaningful indicator for evaluating

different scheduling methods.

In Figs. 6 and 7, we compare our proposed link

scheduling and video chunk delivery method to the

reinforcement learning-based scheduling with the heu-

ristic video delivery approaches. The “Most Chunk”

method sends the maximum number of the low-

est-quality chunks within the channel capacity, which

is the best. The “Highest-Quality Chunk” method

sends the maximum chunks with the highest quality

within the channel capacity. From Figs. 6 and 7, it

can be observed that the performances of heuristic

video delivery methods do not improve despite the

improvement in caching environments. This is be-

cause both methods do not take into account the user's

queuing system information. If chunks are sufficiently

accumulated in the user queue, content can be trans-

mitted with high quality and large capacity without

buffering concerns. However, both the “Most Chunk”

and “Highest-Quality Chunk” methods attempt to

transmit within the average channel capacity, resulting

in repetitive attempts at the same content delivery de-

spite improvements in caching network environments.

Consequently, no performance improvement is

observed. The results show the importance of reflect-

ing the user's queuing system in content delivery

decisions.

Fig. 4. Buffering Rate vs. transmit SNR

Fig. 5. Avg. Quality vs. transmit SNR
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Fig. 6. Buffering Rate in Various Caching Environments.

Fig. 7. Avg. Quality in Various Caching Environments.

SNR[dB] 15 20 25 30

Fluctuation
Rate

0.00141 0.00155 0.00217 0.02340

Table 2. Quality Fluctuation Rate

Table 2 summarizes the rate of quality fluctuations,

defined as the average change in subsequent quality

decisions, in video playback for Case 1 across differ-

ent SNRs. Since we consider the difference in quality

between the last received chunk and the current one

as a reward component in equation (4), Table 2 veri-

fies that even in poor caching network environments,

quality fluctuation occurs very infrequently.

Ⅴ. Conclusion

In this paper, we propose a methodology for effi-

ciently transmitting video content in vehicular net-

works when caching nodes are distributed. Through

hierarchical reinforcement learning, we presented re-

sults that mitigate the drawbacks of existing ap-

proaches by addressing double timescales for two dif-

ferent tasks, node scheduling and content delivery.

Vehicular networks are exposed to various caching

network environments due to the randomness of user

mobility and distributions of caching nodes.

Therefore, there is a need for a content delivery meth-

od that performs well not only in good network con-

ditions but also in poor ones. In this study, we propose

an hierarchical reinforcement learning algorithm that

dynamically control scheduling and delivery decisions

depending on the time-varying environment, resulting

in well operation even in adverse caching network

environments. By adjusting the coefficients in the re-

ward function, it is possible to optimize learning to-

wards the desired performance, considering the

trade-off between the buffering rate and bitrate. Thus,

this study developed a flexible content delivery meth-

od adaptable to various environments.
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